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Abstract

In these days, providing flexible and personalized network services subject to customers’
requirements becomes an interesting issue for network service providers. Moreover, because each
network service provider own finite network resources and infrastructure, dynamic network
provisioning is essential to leverage the limited network resources efficiently and effectively for
supporting personalized network services. Recently, as the population of mobile devices increases, the
location-awareness becomes as important as the QoS-awareness to provision a network service
dynamically. In this paper, we propose a framework for providing location-aware dynamic network
services. This framework includes the web user interface for obtaining customers’ requirements such as
locations and QoS, the network generator for mapping the requested locations and network
infrastructure, the network path calculator for selecting routes to meet the requested QoS and the
network controller for deploying a prepared network services into SDN(Software-Defined Networking)

enabled network infrastructure.

1. Introduction

So far, there are a few studies considering locations where
users connect to the network and use services for providing
better network paths under wireless networks [1][2]. In these
works, locations of users are collected implicitly by using
current GPS coordinates. In these days, more personalized
network services are required by vigorous users and location
information may not tightly coupled to the current location of
users or devices. A user may want to select a number of
specific locations in order to deploy his applications and
network services. For example, a project leader in a company,
which has many branches located at different location in a
city or a country, wants to initiate a conference call
application or operate some applications related to a human
resource management system. To support these needs, a
location-aware network provisioning can be a solution. It
enables to generate a network slice based on requested
locations for users to receive proper network services [3].

Moreover, network provisioning needs to consider various
types of application needs, that is, different QoS levels
requested by users. Users expect a specific QoS level to be
guaranteed on the network services over the requested
locations. Naturally some network connections between
requested locations can be provided in somehow, but it does
not means that the QoS level is guaranteed by the provided
network connections. Consequently, to provide proper

personalized network services, it is needed to calculate
network connections among the requested locations
dynamically based on the given QoS requirements.

Recently, the concept of software defined networking
(SDN) becomes popular and core network infrastructures
may provide network slices to establish sub-networks with
various properties dynamically. It is possible because the
data forwarding layer is decoupled to network control layer
and a SDN controller has a global view of an entire network
as well as full control functionality for the network [5].

In this paper, we implement an SDN-based framework
which obtains user requests including locations and QoS
level and deploy a proper network service dynamically.
Through a map-based web user interface, a user can provide
requested locations and a QoS level which represents the
required bandwidth and delay. After obtaining the user
request, the framework sorts out the corresponding network
switches and generates network paths between the
corresponding network switches in order to guarantee the
given QoS level. Then, a SDN controller deploys the flow
rules to the corresponding network switches to initiate the
generated network paths.

2. Design of the proposed framework

In this section, we introduce the design of the proposed
framework for a location-aware dynamic network

- 133 -



2018 FAtaE) 3| =2 HI253 H[2Z (2018, 11)

provisioning with QoS constraints. Fig. 1 depicts the
overview of the proposed framework. This framework aims
at handling user requests including selected locations and
pre-specified QoS. We describes five main components in
our proposed framework more detail as below.
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Figure 1. Overview of the proposed framework

Web Interface is a map-based region-selector web user
interface (UI) for obtaining user’s requests. In this Ul, a user
can select their desired locations and to specify required QoS
level through network parameters such as bandwidth and
delay. When a user submits these requirements, a request for
a network service with the given requirements is created and
it is sent to the database. After obtaining the request, the
database finds the corresponding switches in the network
mapping to the requested locations, and stores the results of
the corresponding switches along with the request.

Request Handler is a component which handles requests
from the database periodically and responds to user requests
the results of network provisioning. When it picks a request
from a database, it pass the requirements such as locations
and QoS levels to Path Calculator. Path Calculator employs
some algorithms to find some candidate routing paths
between the corresponding switches for requested locations.
These algorithms relies upon the information of the current
network state stored in the database. The candidate routing
paths are handed to Network Generator for further
processing of a request. This component also has
responsibility of responding the results of handling a request
to a user. If this component receives a success message from
Network Controller, it informs that the requested network is
successfully provisioned and ready to use. Otherwise, a
failure message is released whether there is no routing path
which meets the request or no network slice is available.

Network Generator is a component to generate a logical
network topology only contains switches along the candidate
routing paths calculated by Request Handler. The topology

then is encapsulated in a form of network model request and
sent to Network Controller.

Network Controller is a component which holds an SDN
application which is responsible for receiving and handling
network model requests which come from Nerwork
Generator. When a network model request arrives, it
generates flow rules and deploy them into the corresponding
switches in order to make a network slice for the user request.
If a network slice is deployed successfully, it notices Request
Handler a success message, otherwise a failed message is
sent. Also, Network Controller communicates with network
infrastructure and updates network information to database
periodically.

Database is a warehouse for storing all useful network
information retrieved by Network Controller dynamically
and periodically. Besides, every request from users through
Web Interface component as well as result of request
handling are maintained in the database.
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Figure 2. A view of rﬁap-based Web UI with several
selected locations by a user

3. Implementation of the framework

In order to show the viability of the framework, we
implemented the framework with Ajax, Python, MySQL,
Mininet and OpenDaylight. Web Interface is implemented by
using Ajax and Fig. 2 shows a sample view of region
selection over the area near to Gwangju, South Korea.
Request Handler is implemented by using Python and
MySQL is used for implementing Database. Network
Generator is implemented by using Python with Mininet and
Network Controller is implemented by using Python with
OpenDaylight APIs.

All requirements from a user request are pushed in
database and they contains locations, bandwidth, delay and
others like service type, service content, and so on.

The user requested areca are described by using
geographical grid and their coordinates. To determine the
corresponding switches to user requested locations, database
holds the geographical coordinates of the covered area of a
network switch. The covered area is described as a polygon,
and currently it is assumed that covered area of a network
switch is given by the network providers. Web Interface
component finds the corresponding switches by checking
whether the requested locations are overlapped or covered by
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the covered area of each switch.

Currently, the QoS requirements are bandwidth and delays,
and they are obtained through Web Interface. This QoS
information is used to determine the network paths between
the switches, and it is considered as a Constrained Shortest
Path (CSP) problem. We adopt an algorithm for finding least
cost paths with delay constraint, named as Lagrange
Relaxation based Aggregated Cost (LARAC), and implement
the algorithm in Path Calculator. This algorithm is able to
give a lower bound of minimizing a path cost function of a
routing path subject to delay constraint [4].

When candidate routing paths between switches are
calculated, we generate a logical network topology based on
the current network status of Mininet. Then, based on the
topology, we generate flow rules to deploy the logical
network topology into the Mininet by using OpenDaylight
APIs. Flow rules are generated as shown in Fig. 4 and
imposed on switches along routing paths of logical topology
for each request.

Figure 4. An example of flow rules

4. Conclusion

This paper implements a framework aiming at support for
location-aware dynamic network provisioning with QoS
constraints using SDN network. Each request includes three
main requirements location, bandwidth and delay which is
obtained through a map-based web UI. This Ul then maps
between all requested locations and underlying network
switches. In the core of our framework, we implement a
network path calculator with LARAC algorithm, which rely
upon user’s given QoS to find appropriate routes. Eventually,
one logical topology representing a network slice is
generated for each request and impose flow rules on network
switches through an SDN-based controller module. Besides,
topology generation is also important, so we are currently
working on enhancing performance of topology generation.
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